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" SYSTEM INTEGRATION AND CONTROL IN A SPEECH UNDERSTANDING SYSTEM

SUMMARY

Two important probléms in speech understanding are how to
effectively integrate multiple sources of knowledge within the
system and how to control the activities of the system to arrive
at appropriate 1ntetpretations for utterances, This paper first
describes the roles played by acoustics, syntax, semantics, and
discourse, and shows how a 1language definition is used to
integrate them into a system in a way that allows the
interactions to be easily visible, The second part of the paper
describes an executive that uses i{nformation from these knowledge

sources in its control strategy,
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A speech understanding system must use many kinds of
knéwiedqe' each playing a particular ?ole during the
‘interpretation ot  §n utterance, “While these | féles are
interrelated, it {s important to be able to separate the
.kndﬂleddejsourtes $0 that interrelations are visible and so that
the contributions from the various sources can be studied. The
knowledge sources used in the system being developed Jointly by
SRI and SDC can be characterized brcadly under the headings of
acoustics, syntax, semant{c¢s, and discourse (Walker et al., 19753
Robinson, 1975y Hendrix, 19753 Deutsch, 197%; Slocum, 1975,

Ritea, 19758,

- The acoustic component relates 1linguistic entities (words
and' phrases) to the speech Vwaveform, An acoustic-phonetic
processor analyzes the digitized waveform to extract parameters
'based en speech production characteristics., The parameters
include tundamental frequency, voicing label, formant frequency,
energy data, and others, Following parameterization, various
rules are applied to generate an acoustic feature description of
‘the utterance, The parameters and features are subsequently used
by the 1ex1ca1 ‘mapping procedure.-:Tht mapper iz called -dﬁring
the parsing Tﬁf_"ﬁh 'utterance_ to: 1ve a decision score as to
whether a proposed word or phrase could actually be present 1n  §"}
. fspec1£1ed g time_f reqion-}-bfi ~the input. : Phonoloqlcal féha.”

'"acoustic—phonetic rules are used bY the mapper to relate phonetic

 ‘spellings to acoustic data.
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Syntax provides reliable, reasonably inexpensive indications
of which words or groups of words may combine and of how well
they fit, Syntactic rules give general patterns for constructing
noun phrases, clauses, and sentences and provide consistency
‘Checks for such items as number agreement, In testing word or
_bhrase combinations, syntactic information alone can often rule
out a candidate without the need for more costly semantie and

discourse analysis.,

The semantic component includes a general model of the
domain of discourse, and a set of algorithms for combining (or
rejecting) concepts in the domain, For example, given a verb and
t¥o noun phrases, semantic routines can build the corresponding
semantic relation between the items dindicated by the neun

phrases,

The discourse component deals with the relationship of the
cofront Utterance (or a portion of it) to the dialog context and
to entities {n the task domain, Discourse functiens use
information trom previous utterances to f£ill out elliptical
‘expressions and to find referents for pronouns and definite noun

ophrases}

The language definition is. the tocel point 'fo inteqrating“

ﬁthese knowledge sources.~ A lanquoge detinition includes (1) sets

_ of units out of which uttorances 1n the lanQano are :conltructed'_"

'and (2) rules"tor combininq the unit: into larger structures."

The béaic'uhits will be calied ‘words' (although thls'.technical'
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use does not exactly correspond to the common use),  The
_Cdmposition rujes indicate how phrases can be combined into stil}
larger phrases, More précisely, a ‘phrase’ {s etther a word in
the input OF the result of applying a composition rule to
cénstituent'.phrases. : :he.-rules give the linear pattern 6!
' ¢onst1tuents and specifications for calculating values for both
the attributes of the resulting phrase and for factors used in

judging the result,

It is at the phrase level that the knowledge sources are
integrated into the system, There are two aspects to the
Contributions from each sourcej; the values of properties of the
_phrase as computed by the knowledge source, and the source’s
assessment of the correctness of this phrase as an interpretation
ot the 1input, These two aspects are reflected in the attribute
and factor statements that are assoclated with each of the words
and phrases in the language definition. The attribute statements
Provide instructions for computing various Properties ot tne
phrase, These instructions may cail upon any or all ot the

fources of knowledge, For example, for a phrase spanninq a

. :particular segment, an acoustic attributl may apecity the vords

in that seqment: an attribute supplied bY the syntax can specitY;:

a teature sucn as the voice ( act1Ve' or passive'); an- attributet7
.supplied by Semanticl can lpecity a SemantIC'tnet' 1nterpretationt'
:built from'_th! Semantics of the constituents; and an attribute
“supplied by the discourse’ component can indicate a referent or an

‘implied meaninq.
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Factor statements tell how to use these attributes in
':détérmining the likeli{hood that the phrase s a correct
interpretation of the input., The result of combining the factors
tor a particular phrase {5 called a score, The use of such
scores bﬁ the executive |{in detérmininq overall strategy 1is
described below, Factors are nonbinary; since they can have a
range of values, rigid “yes’ or *no’ decisfions do not have to be
_made in assessing the quality of a phrase, For example, the
closeness of the acoustic match may vary and this can be
reflected in the corresponding factor, Weak evidence from one
source of knowledge could lower the score, while strong evidence
from another source could compensate for that and actually raise

the score,

In summary, a phrase is &a composite interpretation of a
particular portion of the utterance, integrating contributions
from all Trelevant KknowWledge Ssources, This means that each
portion of the input {5 interpreted and evaluated by the systenm
as fully as possible, as soon as possible, The system s never

g¢aced with the problem of relating or combining fragmentary
‘theories 'coniiructed independently by gifferent knowledge
| séﬁrces, “,and ﬁevaiuatioﬁs' 'made - by ~diftérEnt sources are
1mmgdiéte1y mérgéd ;f§ ﬂ§6n#fo1I'ﬁﬁd ;tobrdinéte .dvﬁfgli’fﬁystéh:
activity, For example, as soon as a definite noun phrase is
 found, the acoustic component checks the coarticulation of the
5'c6n3t1tueﬁt$}5'the syntactic component checks for agreement ‘in

features such as number, the semantic component builds a
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representation of the meaning, and the discdurse compbhent looks

for a referent,

. The tolloving éiéﬁpie iliustrates how Geveral knowiedée
_50urc§s’are used together to interpret and evaluate phrases, The
- rule shown is for the composition of a noun phrase such as ‘“what
submarine’ or “‘their submarines’ and i1llustrates the integration

of acoustic, syntactic, semantic, and diScourse information,

RULE,DEF NP7 NP = DET NOM;
ATTRIBUTES

. STRING = APPEND (STRING(DET),STRING(NOM}),
NBR = GINTERSECT(NBR(DET),NBR(NOM)),
CMU = GINTERSECT(CMU(DET),CMU(NOM)),
SEMANTICS = SEMCALL["SEMRNP?,SEHANTICS(NUM),
' MUDD(DET),GCASE[DET),INTERPRETATIDN(DET)),

- DISCOURSE = IF MOOD(DET) EG "DEC THEN
DISCALL("DISRNP7,SEMANTICS) ELSE "UNDEFINED,
INTERPRETATION = IF DISCOURSE NQ@ "UNDEFINED THEN

- DISCOURSE ELSE SEMANTICS)

 FACTORS
COART ® MAPPER({LASTWORD(DET),FIRSTWORD (NOM)),
NBR = 1F NULL(NBR) THEN OUT ELSE 0K,
CMU = IF NULL(CMU) THEN DUT ELSE 0K,
. SEMANTICS = IF NULL(SEMANTICS) THEN OUT ELSE 0K,
- DISCOURSE = IF MOOD(DET) NQ "DEC THEN OK ELSE
IF NULL(DISCOURSE) THEN POOR ELSE
- 1F AMBIGUOUS(DISCOURSE) THEN OK ELSE GOUP;
.END:' o _ ' R
The”tirStfaftfibutEﬁ;tgtchentthhpﬁtes “the STRING of :the
_ resultant phrase, which is an acoustic attribute indicating the
_nbfdé'f;éompoiihq J th1i " phrase, ' 'NBR  (number)  and '_ CMU
(Count=mass=unit) are syntactic attributes for the phrase, each

‘being derived from the intersection of the corresponding
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attributes of the constituents, The semantics attribute is a
biece of semantic net that is constructed from the semantics of
‘the constituents by the semantic routine (SEMRNP7) assoclated
¥ith this rule, 1If the MOOD attribite of the DET constituent {s
"DECs i.e., a declarative determineéf, then the discourse routines
¥ill 1ook for a Teferent for the phrase in the dialog context and
'assiqn its semantic structure as. the value of the attribute
DISCOURSE. Tne INTERPRETATION of the phrase {s either the
~ referent found by discourse or the semanti{c net structure in case

no direct reterence is found.

The factor statements use these attributes in computing
contributions towards the score for the phrase, As has been
mentioned, there iS5 a range of acceptable values for factors,
For simplicity, symboliec values are used (VERYGOOD, GOOD, OKX,
POOR, BAD, and OUT), In the example rule, there are factors
determined by each of the major knowledge sources, The COART
factor reflects an acoustic test of the coarticulation of the
~last word of the determiner and the first word of the nominal.
NBR ‘and CMU are syntactic factors that will eliminate the Phrase
if either attribute is 1incompatible between the constituents.
.The semantic factor will eliminate the phrase {f no semantic
linterpretation ,¢§h -be formu1ated. f While the current semantic”
component does not have a metric !or determining 'the 11kelihood .
of ‘an intarptetation othcr ‘than  rnether or not g-semantic
_representation can be built, it 1klpo§sibie to'zntroduée'-suCh a

metric and have the semantic factors bpe nonbinary. The discourse



‘System Integration and Control Page 7

tactor is nonbinary, if the determiner {s declarative, the
discourse has tried to find a referent, If no referent was
.fodnd, the factor 1is given a low value, “POOR’, but the pnhrase {s
'-oot discarded, If several possible referents were found, the
phrase {s kept and the score is not lowered because the ambiguity
can perhaps be resolved later, 1If just one referent was found,
it {s taken as‘ evidence that the DPhrase is a correct
interpretation for that portion of the utterance and the factor

{5 given a higher value *GO0CD”",

The example discussed above Shows how the lanquage
‘definftion system can be ysed to integrate a varilety of knowledge
sources in a way that Keepg the contributions and interactions of
the different sources easlly visible, The representation
combines procedural {nformation (in the expressions for
'calculating attribute and factor values) and declarative
information (in the consti{tuent pattern) in a form designed to
simplify the task of writing a large definition containing many
" ‘rules, However, before the rules can actually be used, they must

be converted to a .different TrepreSentation designed with
B efficiency 1n mind. 'This translation is done by a ‘language
f;definition compiler that constructs an 1nternal representation -

 0£ the 1anquage definition that depends in an -intricate_ Way

”;:etﬁ structure bf,-thé: ‘executive ﬁ h portion ot the system o

'-{responsible tor schedulinq and controlling the varlous_.taSKs 'to'
be' performed 51n.construct1nq ‘an 1nterpretation of an uttefance;

The operation ot'the'eiecutive'is the subject ot the rest of this
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 paper,

3 The execﬁtive makes a distinctien betweeh the'bhraSés ‘being
built  and the tasks required to build these phrases, A data
structure, called the ‘*parse net’, represents the growing
collection of phrases, and another Structure, called the “task
- Qqueue’, encodes the alternative operations avallable for taking
‘another step toward understanding the input. Each entry in the
task queue specities a procedure to be performed at a particular
location (node) in the parse net, The pertormance of such a
procedure typlcally entails both modifying the parse net and
scheduling new tasks to make further modifications, Each task
has associated with it a priority for pPerforming it, The method

for determining priorities is described beiow,

Tasks can include looking for a new word or phrase to finish
‘an  incomplete phrase (one missing some of its constituents) and
_tryinq to use a word or completed phrase in a larger phrase,
This means that the system can work both “top down’ and ‘bottom
UP’, because it can look in a goal-driven manner for missing
constituents of higher .level phrases, and it also can accept
words frbm-thé acdﬁ§£ibs to  bulld into larger -phrases in a
_'aAta#dfivgﬁ -maﬁne£.  .As an éxambie;;ééﬁsiaer'tﬁe'simpié=qfaﬁmar :
with the following composition patternss .

o _s_z_ﬁp:VP;,_...z:: T

VP = VP NP | VERB

VERB = own | lost |
NP = they { the house | it
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Assume that the word “they’ has been found initially either
by the acoustics ‘directly or as a result of confirming a
"prediction‘made by the language definition, “They’ constitutes a
tomplete NP, This NP can be put into the 5 rule, causing the
partially filled phrase “they VP’ to be added to the parse net,
Already, some of the attributes and factors for the 8 rule can be
determined, and a score computed for this phrase., Building this
Partial phrase leads to the creation of a new task: to look for a
VP following the NP, That task in turn leads to two alternative
subtasks: 1look for a VP NP or look for a VERB, Priorities for
both these tasks are computed and they are put on the task queue
to be processed, The executive then removes the next task from

the queue and contjinues,

In general, decliding which task to perform 8 of great
1mp6ttance, because only & subset of the scheduled tasks will
actually prove to be necessary to understand the {nput; the
others will be “false steps’ leading to dead ends, Ideally, iIn
‘deciding which task to do, the executive would always choose one
oi_-the necessary tasks and never take a _:alse_.stEb.-_The
utterance would be understood with the unnece:Sary tasks _st111
iett in the"dueut. To approlch this ideal: ‘the actual system
must spend.some o¢ 1ts ettort in choosinq tasks.. 5uch eftort r;s:

' :well spent 1t 1t produces a net decrease 1n processinq time.-jiﬁ

- other word-. the efticiency ot the system Swill o 1mProved by

decision: regardinq _the'_order-in which taskl are pettormed, if

the cost'of'tht decisions is less than the cost of the false
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Steps that would otherwise have been taken. Since acoustiec
ﬁhcertainty in speech understanding makes the botential for
‘wasting effort on unnecessary operations particularly large, the
.iYstem can afford to carry out rather compleXx computations in
- deciding what to do next and still obtain a large improvement in
overall efficliency., In the current system, the decisions are
based on the relative priorities assigned to the various tasks
¥ajting in the queue, Tasks are associated with phrases, and
task priorities largely depend on how important the system feels

it is to process the phrase,

In addition to the scores of phrases, which combine a
variety of factors but are independent of the larger sententjal
context, the systen forms another assesément of the gquality of
the phrase called the pnhrase ‘value’, which depends on the
.context 0of proposed complete interpretations for the entire
utterance, The phrase value {5 an estimate of the highest score
for al] possible interpretations spanning the utterance that
include the phrase, The eitimate i{s computed by means of a
| heﬁristic:search of the Qpace ot PpPosSibkble sentential contexts

'-eStablished durinq the previous.tasks performed by the axecutivga

‘The priorlty of a task 1: inltially set to the value of  1£$=-'
':associated .phrase;.-but'ighg" priority 15  1owered 4E tha task:'”
"contlicts with the eXecutive’s current ‘tocus of activitY'.  ;The:

 phrase value that determines the initial priority reflects an

evaluation ot both the internal structure of the phrase and 1its
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relation to {ts context, put {t does not reflect its competition,
If & phrase has a high value, other similar phrases are alse

1ikely to have nigh values, If values alone determined

o ﬁriorities.-then even atter successfully completing a phrase, the

- system would tend to continue looking for minor variations in the
- ﬁame area rather than moving on to look for wavs to construct a
complete {nterpretation, The “*focus of activity’ mechanisnm
Provides a way for phrases to {nhibit the executive from looking
for competing phrases that would necessarily replace them, This
focUsing is brought about by lowering the Priority ot tasks that
look for replacements for any of a set of focus phrases, untll
the potential replacement promises to lead to a Significant
;hprovement in value for the final interpretation, The effect is
to bias the executive toward building up a complete
interpretation using phrases in focus rather than exploring
competing interpretations that would not use focus phrases, 1f
the focUs {s wreng, the attempts to eXtend it to a complete
“interpretation will be unsuccessful, Eventually a task that
conflicts with. the focus will become the highest priority
operation for the executive to perform in spite ‘of the bias
hdaihst ;t;.' As a result: the £ocus will be modified so that 1:"
is consistent with the nev taSkp .snd__the_.executive BLISEE ;then f

_:concentrate on usinq the revisod set ot phrases.

In addition to calculatinq priorities of tasks on the 'basii N

of phrase values and focus of activity, the executive must ensure

_that the information gained through the performance of the tasks
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i{s used effectively, This is done by structuring the parse net
'and the tasks that operate on it in a way that brings together
related activities and coordinates them to eliminate duplication
of eftort, By avoiding duplication, the system reduces the {11
eftects of the false steps it will inevVitably take. Work done on
- a talse path is not necessarily wasted, since it may proeduce a
phrase that can be uﬁed in some other way., For example, a phrase
constructed as part of an unsuccessful Search for one type ot
sentence may later appear in the final {nterpretation as part of
a different xind of sentence, Also, false steps are not
_Tepeated, Ssince the system only makes one attempt to build a
particular type of phrase in a particular location in the
“utterance, regardless of how many larger phrases might include
it, Mistakes are inevitable, but at least the system Wwill not

make the same mistake twice {n one parse,

To summarize, the language definition IS designed to
facilitate the integration of many knowledge sources, Rules {n
the lanquage definition cdntain attributes and factors from all
_§f these sources, The attributes are used to indicate pafticular
properties of phrases, and fACtors then use these  attributes to
deterrine the score OEVthe*bhrase.  fhe'externi1'repfegéntation
of the language, designed for"é35y7ﬁ§§'$? beople, is converted by
'_  3""iéﬁquaée ”gefIﬁiti§ﬁwéom§i1§r iﬁto'ah*intérhai'fepfeééhtatioh:

_désiﬁnéd'fbf'effiéiént hie by the eXecutive., In a Step by sStep
_manner, the executive ﬁses this information to create, evaluate,

and combine phrases, The choice of the next operation to carry
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out takes the form of assigning priorities to alternative tasks,
Priorities reflect both the expected values of complete
interpretations toward which the task would lead and the reiation
of the task to the curréht focus ot activity, Finally, the
'ehtire process 15 organized s8¢ that (nformation gained |In
- performing a task is shared and recorded in such a way that It

does not have to be rediscovered,
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